## 1 Uniqueness and Stability for the Heat/Diffusion equation on $\mathbb{R}$

### 1.1 Weak Maximum Principle (from W. Strauss)

We consider the heat (diffusion) equation on $\mathbb{R}$ and $t>0$ :

$$
\begin{equation*}
u_{t}-k u_{x x}=0 \tag{1.1}
\end{equation*}
$$

We will later obtain a solution formula depending on the given initial data, similar to the case of the wave equation. However the methods that we used to arrive at d'Alambert's solution for the wave IVP do not yield much for the heat equation. Recall that the heat equation is of parabolic type, and hence, it has only one family of characteristic lines.

If we rewrite the equation in the form Instead, we will study the properties of the heat equation, and use the gained knowledge to devise a way of deriving a representation formula for a solution to the heat equation. But before we do that, we can prove uniqueness and stability of solutions to the heat equation. These can be approached/proved via two methods: 1) the weak maximum principle and 2) the energy method. The latter works similarly though not identically as for the wave to prove uniqueness. But there is no maximum principle for the wave equation.

### 1.2 The maximum principle

We begin then by establishing the following property, that will be later used to prove uniqueness and stability:

Maximum Principle. If $u(x, t)$ satisfies the heat equation 1.1) in the closed rectangle in space-time

$$
R:=\{0 \leq x \leq L, 0 \leq t \leq T\}=[0, L] \times[0, T] .
$$

Then the maximum value of $u(x, t)$ over the rectangle is assumed either initially $(t=0)$, or on the lateral sides $(x=0$, or $x=L)$.

Mathematically, the maximum principle asserts that the maximum of $u(x, t)$ over the three sides must be equal to the maximum of the $u(x, t)$ over the entire rectangle. If we denote the set of points comprising the
three sides by $\Gamma=\{(x, t) \in R \mid t=0 \quad$ or $\quad x=0 \quad$ or $\quad x=L\}$, then the maximum principle can be written as

$$
\begin{equation*}
\max _{(x, t) \in \Gamma}\{u(x, t)\}=\max _{(x, t) \in R}\{u(x, t)\} . \tag{1.2}
\end{equation*}
$$

If you think of the heat conduction phenomena in a thin rod, then the maximum principle makes physical sense, since the initial temperature, as well as the temperature at the endpoints will dissipate through conduction of heat, and at no point the temperature can rise above the highest initial or endpoint temperature. In fact, a stronger version of the maximum principle holds, which asserts that the maximum over the rectangle $R$ can not be attained at a point not belonging to $\Gamma$, unless $u \equiv$ constant, i.e. for nonconstant solutions the following strict inequality holds

$$
\max _{(x, t) \in R \backslash \Gamma}\{u(x, t)\}<\max _{(x, t) \in R}\{u(x, t)\},
$$

where $R \backslash \Gamma$ is the set of all points of $R$ that are not in $\Gamma$ (difference of sets). This makes physical sense as well, since the heat from the point of highest initial or boundary temperature will necessarily transfer to points of lower temperature, thus decreasing the highest temperature of the rod.

We finally note, that the maximum principle also implies a minimum principle, since one can apply it to the function $-u(x, t)$, which also solves the heat equation, and make use of the following identity,

$$
\min \{u(x, t)\}=-\max \{-u(x, t)\}
$$

Thus, the minima points of the function $u(x, t)$ will exactly coincide with the maxima points of $-u(x, t)$, of which, by the maximum principle, there must necessarily be in $\Gamma$.

Proof of the maximum principle. If the maximum of the function $u(x, t)$ over the rectangle $R$ is assumed at an internal point $\left(x_{0}, t_{0}\right)$, then the gradient of $u$ must vanish at that point, i.e. $u_{t}\left(x_{0}, t_{0}\right)=u_{x}\left(x_{0}, t_{0}\right)=0$. If in addition we had the strict inequality $u_{x x}\left(x_{0}, t_{0}\right)<0$, then one would get a contradiction by plugging the point $\left(x_{0}, t_{0}\right)$ into the heat equation. Indeed, we would have

$$
u_{t}\left(x_{0}, t_{0}\right)-k u_{x x}\left(x_{0}, t_{0}\right)=-k u_{x x}\left(x_{0}, t_{0}\right)>0 .
$$

This contradicts the heat equation (1.1), which must hold for all values of $x$ and $t$. Thus, the contradiction would imply that the maximum point $\left(x_{0}, t_{0}\right)$ cannot be an internal point. However, from the second derivative test we have the weaker inequality $u_{x x}\left(x_{0}, t_{0}\right) \leq 0$ (the point would not be a maximum if $u_{x x}\left(x_{0}, t_{0}\right)>0$ ), which
is not enough for this argument to go through !

So we need to modify it. We do this via a perturbation of the above argument which involved a slight modification to the function $u$. Define a new function

$$
\begin{equation*}
v(x, t)=u(x, t)+\epsilon x^{2}, \tag{1.3}
\end{equation*}
$$

where $\epsilon>0$ is a constant that can be taken as small as one wants. Now let $M$ be the maximum value of $u$ over the three sides, which we denoted by $\Gamma$ above. That is

$$
M=\max _{(x, t) \in \Gamma}\{u(x, t)\} .
$$

To prove the maximum principle, we need to establish 1.2 . The maximum over $\Gamma$ is always less than or equal to the maximum over $R$, since $\Gamma \subset R$. So we only need to show the opposite inequality, which would follow from showing that

$$
\begin{equation*}
u(x, t) \leq M, \quad \text { for all the points }(x, t) \in R . \tag{1.4}
\end{equation*}
$$

Notice that from the definition of $v$, we have that at the points of $\Gamma, v(x, t) \leq M+\epsilon L^{2}$, since the maximum value of $\epsilon x^{2}$ on $\Gamma$ is $\epsilon L^{2}$. Then, instead of proving inequality (1.4), we will prove that

$$
\begin{equation*}
v(x, t) \leq M+\epsilon L^{2}, \quad \text { for all the points }(x, t) \in R, \tag{1.5}
\end{equation*}
$$

which implies (1.4). Indeed, from the definition of $v$ in (1.3), we have that in the rectangle $R$

$$
u(x, t) \leq v(x, t)-\epsilon x^{2} \leq M+\epsilon\left(L^{2}-x^{2}\right)
$$

where we used (1.5) to bound $v(x, t)$. Now, since the point $(x, t)$ is taken from the rectangle $R$, we have that $0 \leq x \leq L$, and the difference $L^{2}-x^{2}$ is bounded. But then the right hand side of the above inequality can be made as close to $M$ as possible by taking $\epsilon$ small enough, which implies the bound (1.4).

Now, note that if we formally apply the heat operator to the function $v$, and use the definition (1.3), we will get

$$
v_{t}-k v_{x x}=u_{t}-k\left(u_{x x}+2 \epsilon\right)=\left(u_{t}-k u_{x x}\right)-2 k \epsilon<0,
$$

since both $k, \epsilon>0$, and $u$ satisfies the heat equation (1.1) on $R$. Thus, $v$ satisfies the heat inequality in $R$

$$
\begin{equation*}
v_{t}-k v_{x x}<0 . \tag{1.6}
\end{equation*}
$$

If we go through again the first argument above (which barely failed for $u$ ) applying it to $v$ instead:
Suppose $v(x, t)$ attains its maximum value at an internal point $\left(x_{0}, t_{0}\right)$. Then necessarily $v_{t}\left(x_{0}, t_{0}\right)=0$, and $v_{x x}\left(x_{0}, t_{0}\right) \leq 0$. Hence, at this point we have

$$
v_{t}\left(x_{0}, t_{0}\right)-k v_{x x}\left(x_{0}, t_{0}\right)=-k v_{x x}\left(x_{0}, t_{0}\right) \geq 0,
$$

which contradicts the heat inequality (1.6). Thus, $v$ cannot have an internal maximum point in $R$.

Similarly, suppose that $v(x, t)$ attains its maximum value at a point $\left(x_{0}, t_{0}\right)$ on the fourth side of the rectangle $R$, i.e. when $t_{0}=T$. Then we still have that $v_{x}\left(x_{0}, t_{0}\right)=0$, and $v_{x x}\left(x_{0}, t_{0}\right) \leq 0$, but $v_{t}\left(x_{0}, t_{0}\right)$ does not have to be zero, since $t_{0}=T$ is an endpoint in the $t$ direction. However, from the definition of the derivative, and our assumption that $\left(x_{0}, t_{0}\right)$ is a point of maximum, we have

$$
v_{t}\left(x_{0}, t_{0}\right)=\lim _{\delta \rightarrow 0+} \frac{v\left(x_{0}, t_{0}\right)-v\left(x_{0}, t_{0}-\delta\right)}{\delta} \geq 0
$$

So at this point we still have

$$
v_{t}\left(x_{0}, t_{0}\right)-k v_{x x}\left(x_{0}, t_{0}\right) \geq 0,
$$

which again contradicts the heat inequality (1.6).

Now, since the continuous function $v(x, t)$ must attain its maximum value somewhere in the closed rectangle $R$, this must happen on one of the remaining three sides, which comprise the set $\Gamma$. Hence,

$$
v(x, t) \leq \max _{(x, t) \in R}\{v(x, t)\}=\max _{(x, t) \in \Gamma}\{v(x, t)\} \leq M+\epsilon L^{2}
$$

which finishes the proof of (1.5).

### 1.3 Uniqueness

Consider the Dirichlet problem for the heat equation,

$$
\left\{\begin{array}{l}
u_{t}-k u_{x x}=f(x, t) \quad \text { for } \quad 0 \leq x \leq L, \quad t>0  \tag{1.7}\\
u(x, 0)=\phi(x) \\
u(0, t)=g(t), \quad u(L, t)=h(t)
\end{array}\right.
$$

for given functions $f, \phi, g, h$. We will use the maximum principle to show uniqueness and stability for the solutions of this problem (recall that last time we used the energy method to prove uniqueness for the same problem).

Uniqueness of solutions. There is at most one solution to the Dirichlet problem (1.7).

Indeed, arguing from the inverse, suppose that there are two functions, $u$, and $v$, that both solve the inhomogeneous heat equation and satisfy the initial and Dirichlet boundary conditions of (1.7). Then their difference, $w=u-v$, satisfies the homogeneous heat equation with zero initial-boundary conditions, i.e.

$$
\left\{\begin{array}{l}
w_{t}-k w_{x x}=0 \quad \text { for } \quad 0 \leq x \leq L, \quad t>0  \tag{1.8}\\
w(x, 0)=0 \\
u(0, t)=0, \quad u(L, t)=0
\end{array}\right.
$$

But from the maximum principle, we know that $w$ assumes its maximum and minimum values on one of the three sides $t=0, x=0$, and $x=L$. And since $w=0$ on all of these three sides from the initial and boundary conditions in (1.11), we have that for $x \in[0, L], t>0$,

$$
0 \leq w \leq 0 \quad \Rightarrow \quad w(x, t) \equiv 0 .
$$

Hence,

$$
u-v=w \equiv 0, \quad \text { or } \quad u \equiv v,
$$

and the solution must indeed be unique.
Notice again that all of the above arguments hold for the case of the infinite interval $-\infty<x<\infty$ as well. In this case one ignores the effect of the infinitely far endpoints and considers an IVP. And the maximum principle simply asserts that the maximum of the solutions must be attained initially.

### 1.4 Stability

Stability of solutions with respect to the auxiliary conditions is the third ingredient of well-posedness, after existence and uniqueness. It asserts that close auxiliary conditions lead to close solutions. There are, however, different ways of measuring closeness of functions, which initial and boundary data, as well as the solutions are.

Consider two solutions, $u_{1}, u_{2}$, of the heat equation (1.1) for $x \in[0, L], t>0$, which satisfy the following initial-boundary conditions

$$
\left\{\begin{array}{l}
u_{1}(x, 0)=\phi_{1}(x),  \tag{1.9}\\
u_{1}(0, t)=g_{1}(t), \quad u_{1}(L, t)=h_{1}(t), \quad\left\{\begin{array}{l}
u_{2}(x, 0)=\phi_{2}(x) \\
u_{2}(0, t)=g_{2}(t), \quad u_{2}(L, t)=h_{2}(t)
\end{array} .\right.
\end{array}\right.
$$

Stability of solutions means that closeness of $\phi_{1}$ to $\phi_{2}, g_{1}$ to $g_{2}$ and $h_{1}$ to $h_{2}$ implies the closeness of $u_{1}$ to $u_{2}$.
Notice that the difference $w=u_{1}-u_{2}$ solves the heat equation as well, and satisfies the following initial-boundary conditions

$$
\left\{\begin{array}{l}
w_{1}(x, 0)=\phi_{1}(x)-\phi_{2}(x) \\
w(0, t)=g_{1}(t)-g_{2}(t), \quad w(L, t)=h_{1}(t)-h_{2}(t)
\end{array}\right.
$$

But then the maximum and minimum principles imply

$$
-\max _{(x, t) \in \Gamma}\{|w(x, t)|\} \leq \max _{\substack{0 \leq x \leq L \\ t \geq 0}}\{w(x, t)\} \leq \max _{(x, t) \in \Gamma}\{|w(x, t)|\}
$$

and hence, the absolute value of the difference $u_{1}-u_{2}$ will be bounded by

$$
\begin{aligned}
\max _{\substack{0 \leq x \leq L \\
t \geq 0}}\left\{\left|u_{1}(x, t)-u_{2}(x, t)\right|\right\}=\max _{\substack{0 \leq x \leq L \\
t \geq 0}}\{|w(x, t)|\} \leq & \max _{(x, t) \in \Gamma}\{|w(x, t)|\} \\
& =\max _{\substack{0 \leq x \leq L \\
t \geq 0}}\left\{\left|\phi_{1}(x)-\phi_{2}(x)\right|,\left|g_{1}(t)-g_{2}(t)\right|,\left|h_{1}(t)-h_{2}(t)\right|\right\} .
\end{aligned}
$$

Thus, the smallness of the maximum of the differences $\left|\phi_{1}-\phi_{2}\right|,\left|g_{1}-g_{2}\right|$ and $\left|h_{1}-h_{2}\right|$ implies the smallness of the maximum of the difference of solutions $\left|u_{1}-u_{2}\right|$. In this case the stability is said to be in the uniform sense, i.e. smallness is understood to hold uniformly in the $(x, t)$ variables.

An alternate way of showing the stability is provided by the energy method. Suppose $u_{1}$ and $u_{2}$ solve the heat equation with initial data $\phi_{1}$ and $\phi_{2}$ respectively, and zero boundary conditions. This would be the case for the problem over the entire real line $x \in \mathbb{R}$, or if $g_{1}=g_{2}=h_{1}=h_{2}=0$ in 1.9). In this case the energy method for the difference $w=u_{1}-u_{2}$ implies that $E[w](t) \leq E[w](0)$ for all $t \geq 0$, or

$$
\int_{0}^{l}\left[u_{1}(x, t)-u_{2}(x, t)\right]^{2} d x \leq \int_{0}^{l}\left[\phi_{1}(x)-\phi_{2}(x)\right]^{2} d x, \quad \text { for all } \quad t \geq 0
$$

Thus the closeness of $\phi_{1}$ to $\phi_{2}$ in the sense of the square integral of the difference implies the closeness of the respective solutions in the same sense. This is called stability in the square integral $\left(L^{2}\right)$ sense.

### 1.5 Energy for the heat equation

A similar but not identical (!) approach used to prove uniqueness for wave equation can also be used for the heat IBVP, concluding that zero initial heat implies steady zero temperatures at later times.

We next consider the (inhomogeneous) heat equation with some auxiliary conditions, and use the energy method to show that the solution satisfying those conditions must be unique. Consider the following mixed initial-boundary value problem, which is called the Dirichlet problem for the heat equation

$$
\left\{\begin{array}{l}
u_{t}-k u_{x x}=f(x, t) \quad \text { for } \quad 0 \leq x \leq L, \quad t>0  \tag{1.10}\\
u(x, 0)=\phi(x), \\
u(0, t)=g(t), \quad u(L, t)=h(t)
\end{array}\right.
$$

for given functions $f, \phi, g, h$.

Example 1.1. Show that there is at most one solution to the Dirichlet problem 1.10).

Just as in the case of the wave equation, we argue from the inverse by assuming that there are two functions, $u$, and $v$, that both solve the inhomogeneous heat equation and satisfy the initial and Dirichlet boundary conditions of (1.10). Then their difference, $w=u-v$, satisfies the homogeneous heat equation with zero initial-boundary conditions, i.e.

$$
\left\{\begin{array}{l}
w_{t}-k w_{x x}=0 \quad \text { for } \quad 0 \leq x \leq L, \quad t>0  \tag{1.11}\\
w(x, 0)=0 \\
u(0, t)=0, \quad u(L, t)=0
\end{array}\right.
$$

Now define the following "energy"

$$
\begin{equation*}
E[w](t)=\frac{1}{2} \int_{0}^{L}[w(x, t)]^{2} d x \tag{1.12}
\end{equation*}
$$

which is always positive, and decreasing, if $w$ solves the heat equation. Indeed, differentiating the energy with respect to time, and using the heat equation we get

$$
\frac{d}{d t} E=\int_{0}^{L} w w_{t} d x=k \int_{0}^{L} w w_{x x} d x
$$

Integrating by parts in the last integral gives

$$
\frac{d}{d t} E=\left.k w w_{x}\right|_{0} ^{L}-\int_{0}^{L} w_{x}^{2} d x \leq 0
$$

since the boundary terms vanish due to the boundary conditions in (1.11), and the integrand in the last term is nonnegative.

Due to the initial condition in (1.11), the energy at time $t=0$ is zero. But then using the fact that the energy is a nonnegative decreasing quantity, we get

$$
0 \leq E[w](t) \leq E[w](0)=0
$$

Hence,

$$
\frac{1}{2} \int_{0}^{L}[w(x, t)]^{2} d x=0, \quad \text { for allt } \geq 0
$$

which implies that the nonnegative continuous integrand must be identically zero over the integration interval, i.e $w \equiv 0$, for all $x \in[0, L], t>0$. Hence also

$$
u_{1} \equiv u_{2},
$$

which finishes the proof of uniqueness.

The energy (1.12) arises if one multiples the heat equation by $w$ and integrates in $x$ over the interval $[0, L]$. Then realizing that the first term will be the time derivative of the energy, and performing the same integration by parts on the second term as above, we can reprove that this energy is decreasing.

Notice that all of the above arguments hold for the case of the infinite interval $-\infty<x<\infty$ as well. In this case one ignores the effect of the infinitely far endpoints and considers an IVP.

