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Abstract. These notes should be seen as a companion to [8], where the

algebraicity of the loci of Hodge classes is proven without appealing to the

Hodge conjecture. We give explicit detailed proofs in the case of variations
of Hodge structures over curves and surfaces which, we hope, help clarify the

arguments in [8], as well as some generalizations, consequences and conjectures

based on those results.

1. Introduction

The properties of Hodge classes, i.e., rational or integral cohomology classes
of pure Hodge type (p,p), in families of varieties have been one of Griffith’s con-
cerns since his early papers on Periods of Integrals. His ideas led in particular to
the notion of abstract Hodge structure and of variations thereof, which became
essential for the subject. For even in the case of geometric families some argu-
ments require intermediate variations that are not necessarily geometric. Indeed,
the results discussed below provide a good example of this phenomenon.

In [36], A. Weil comments: “It seems to be a known fact (cf. e.g. Griffiths,
passim) that to impose a Hodge class upon a manifold with complex structure
imposes upon its local moduli a holomorphic condition. In other words, if we have
a family {Mt} of such manifolds depending holomorphically upon local complex
parameters t, and if one of them, say M0, carries a Hodge class ω, those Mt near
M0 for which ω is still a Hodge class make up a complex-analytic subfamily of
{Mt}.” And later: “From the point of view of algebraic geometry [...] One may
now ask whether imposing a certain Hodge class upon a generic member of an
algebraic family of polarized algebraic varieties amounts to an algebraic condition
upon the parameters”.

A positive answer to Weil’s question would follow from the rational Hodge
conjecture and thus the question arose whether the statement could be proved or
disproved independently of the Hodge conjecture. Griffiths expected that vari-
ations of Hodge structures would the appropriate setting to study the problem,
and Schmid’s Orbit Theorems the appropriate tool. His letters on the subject led
Deligne to prove the corresponding statement for variations over curves [15]. As
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expected, his argument made essential use of the SL2-orbit theorem which, at the
time, was only known for variations over curves.

Following the development of the multivariable SL2 theory, it became possible
to attack Weil’s question in full generality. This was done in [8]. In this article
we review the results of that paper, discuss some generalizations, consequences
and conjectures, and present simplified proofs of the crucial local statement for
variations in one and two parameters. This has several advantages which we hope
readers will find useful: the proof in the curve case follows roughly along the lines
of Deligne’s argument in [15] and serves not only as an inductive step but also as
an excellent introduction to the ideas used in the general case; it clarifies the role
played by the different real splittings of the limiting mixed Hodge structure; the
inductive step becomes much clearer, free of the substantial notational burden of the
general case; the bivariate case already provides an example where full monodromy
invariance fails, a phenomenon somewhat unexpected given the curve case.

The result that answers Weil’s question in the affirmative, is

Theorem 1.1. In a smooth algebraic variety parametrizing a polarizable vari-
ation of Hodge structure, the locus where a locally flat integral section has a deter-
mination of pure type (p, p), is algebraic.

The variety in question is not required to be complete nor the section to be
single-valued. In these cases, the conclusion follows easily from Griffiths’s basic
theorems on variations. It is at infinity, where the variation degenerates and in-
finitely many determinations may appear, where most of the problems occur. In
turn, these lead to local properties of the locus at normal crossings which are of
independent interest.

2. Results, consequences and generalizations

To set the notation, consistent with Griffith’s own, let (VZ,F) be an (integral)
variation of Hodge structure of weight 2p, over a complex manifold S. Here p is
a non-negative integer, VZ is a local system of free Z-modules over S and F a
decreasing filtration of V = OS⊗VZ by locally free sheaves of OS-modules:

V = F0 ⊇ F1 ⊇ · · · ⊇ F2p ⊇ 0

such that for all q,

V = Fq ⊕ F̄2p−q+1

and

(2.1) ∇Fq ⊂ Ω1
S ⊗Fq−1,

where ∇ is the flat Gauss-Mannin connection on V and conjugation is relative to
VR = VZ ⊗R. We will identify throughout the sheaf V with its associated C-vector
bundle.

Setting Va,b = Fa ∩ F̄b, the Hodge decomposition

V =
⊕

a+b=2p

Va,b

is a smooth grading of F . Let C be the smooth section of End(V) acting on Va,b as
multiplication by ia−b.
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We assume that the variation is polarizable, meaning that for some fixed locally
constant symmetric bilinear form Q on VZ, the induced Hermitian form on V
(2.2) h(u, v) = Q(Cu, v̄)

is positive definite and makes the Hodge decomposition orthogonal. This metric is
generally not flat.

The geometric case is that of an algebraic family X → S of smooth, polarized
projective varieties. It gives rise to a polarizable variation of Hodge structure, of
weight k, on the local systems of primitive cohomology of degree k. The flat bundle
of lattices corresponding to the sheaf VZ has fibers (VZ)s

∼= Hk
pr(Xs,Z), and Fs is

the usual Hodge filtration. For k = 2p, the elements of

H2p(Xs,Z) ∩Hp,p
pr (Xs)

are the Hodge classes of codimension p of Xs.
Recall that the flat sections of VZ, or of V, on S will generally be multivalued:

the corresponding monodromy representation of the fundamental group of S is
naturally associated to the local system VZ. Since the Hodge filtration is not flat,
whether a locally flat integral section u is of pure type (p, p) at some point s ∈ S
will depend on the point, as well as on the particular determination of u at that
point.

Theorem 2.1. Let (VZ,F) be a polarizable variation of Hodge structure of
weight 2p over an algebraic variety S and let u be a locally constant section of VZ.
Then, the set of points S(u) where some determination of u is of pure type (p, p),
is an algebraic subvariety of S.

The rational span of a Hodge class is a special case of Hodge substructure of a
Hodge structure. This is a rational suspace UQ such that

U = UQ ⊗ C =
⊕
a+b=k

U ∩Ha,b .

For example, in the geometric case, if Z ⊂ Xs is an algebraic subvariety, the
subspaces

ker { i∗ : Hk(Xs,Q) −→ Hk(Xs \ Z,Q) }
where i : Xs \Z ↪→ Xs is the inclusion map, are Hodge substructures of Hk(Xs,C).
Theorem 2.1 may be generalized as follows.

Theorem 2.2. Let (VZ,F) be a polarizable variation of Hodge structure over
an algebraic variety S and let UQ ⊂ (VQ)s0 , s0 ∈ S, be a rational subspace. Then,
the locus where some flat translate of UQ is a Hodge substructure, is an algebraic
subvariety of S.

In the proof of Theorem 2.1, one considers the whole Hodge locus L of a vari-
ation, instead of that defined by just one section; this is often called the (integral)
Noether-Lefschetz locus. If (VZ,F) is a variation of polarized Hodge structure of
weight 2p on a complex manifold S, its integral Hodge locus is the subset of the
bundle Fp defined by

L = {(s, u) : s ∈ S, u ∈ Fps ∩ (VZ)s}.
If Q is a fixed polarizing form of (VZ,F) and K any positive number, define

LK = {(s, u) ∈ L, Q(u, u) ≤ K}.
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Theorem 2.1 then follows from

Theorem 2.3. If S is algebraic, then LK is an algebraic subvariety of the
bundle Fp, finite over S.

In her beautiful exposition on Hodge loci [34], C. Voisin calls this finiteness
“intriguing” becasue it is stronger than what is implied by the Hodge conjecture
and against what it is predicted by geometry. For in the geometric case, it implies
that there are only finitely many components of the locus of primitive Hodge classes
with of Hodge lenght ≤ K, something expected for rational classes, but not for the
integral ones, as explained by the Soulé-Voisin examples [33] derived from Kollar’s
counterexamples to the integral Hodge conjecture.

We leave the reduction to a local statement and the proof for variations in
one or two parameters to the following sections, and now mention some further
implications, generalizations and refinements.

In the geometric case, if the family is defined over a number field, the Hodge
Conjecture would imply that the Hodge loci would be defined over the same field,
an assertion which is not accessible to the methods of [8]. The following partial
result is due to C. Voisin [34, 35].

Theorem 2.4. Let Xt be a family of algebraic varieties parametrized by a quasi-
projective base B, α a Hodge class and Bα ⊂ B be a component of the Hodge locus
of α. Suppose that any locally constant Hodge substructure L ⊂ H2k(Xt,Q) is of
pure type (k, k). Then Bα is defined over Q and its translates under Gal(Q̄/Q) are
again components of the Hodge locus.

Remark 2.5. An obvious question in the context of the subject of these pro-
ceedings concerns the special properties of Hodge loci for variations associated with
non-classical Mumford-Tate domains D, i.e., those whose period map takes values
in such D. In the classical case the asymptotic behavior of the period map is
described by the Nilpotent and SL2 Orbit Theorems. Although the approximat-
ing nilpotent orbit in the ambient classifying space can be chosen to lie in D, for
SL2-orbits this seems to hold only in special cases, as Griffiths points out in the
last of his CBMS lectures. This is because in the SL2 representation associated
to the nilpotent orbit by Schmid’s Theorem the semisimple element is only defined
over R. Although the splitting of the limiting mixed Hodge structure defined by
the SL2-orbit looks transcendental, Deligne gave an algebraic construction of it in
[17]. The same is true for the coefficients of the function g(t) relating the nilpotent
and the SL2-orbits.

Analogous problems arise when one tries to extend the results of [8] to Lefschetz-
Noether loci in non-abelian Hodge Theory [32] and in D-branes of Calabi-Yau [19].

For partial results about the asympotics of period maps on Mumford–Tate
domains, see the talks of Griffiths and Pearlstein and also [26].

In other directions, Brosnan, Pearlstein and Schnell generalized Theorem 2.1
to variations of Mixed Hodge structure. In [7] they prove

Theorem 2.6. Let V be an integral variation of graded polarized mixed Hodge
structure on a Zariski-open subset S of a complex manifold S̄. Assume that V is
admissible with respect to S̄. Then each component of the locus of Hodge classes
extends to an analytic space, finite and proper over S.
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This result uses the results of the first two authors of [7] on the locus of zeroes
of normal functions, themselves based on Theorem 2.1. With S and S̄ as above,
Brosnan and Pearlstein prove:

Theorem 2.7. Let ν be an admissible higher normal function on S, that is, an
admissible extension of Z(0) by a variation of polarized Hodge structure of negative
weight, and let Z be its zero-locus. Then Z̄ ⊂ S̄ is an analytic subset. Moreover, if
S is quasiprojective, then Z is algebraic.

Theorem 2.1 implies that other special varieties defined by Hodge loci are a-
priori algebraic. For specific cases and applications to normal functions we refer
to [4, 20, 22, 25, 28]. For applications to the classical Lefschetz-Noether locus of
families, see [3, 22, 24, 29, 30].

3. Reduction to a Local Statement

In this section we will reduce the proof of Theorem 2.1 to a local statement,
namely Theorem 3.3, and then deduce Theorem 2.2 from it. We start with the
following

Lemma 3.1. S(u) is an analytic subvariety of S.

Proof. Let s0 ∈ S(u) and suppose v is a determination of u(s0) such that

v ∈ (VZ)s0 ∩ V
p,p
s0 .

For a simply connected neighborhood N of s0 in S,

S(u) ∩N =
⋃
γ∈Γ

Σ(γv)

where Γ denotes the monodromy group of the variation acting on the fibre over s0

and Σ(γv) the locus of points in N for which the parallel translate of γv, along a
path contained in N , remains of type (p, p).

Since
VZ ∩ Vp,p = VZ ∩ Fp ∩ F̄p = VZ ∩ Fp ,

the condition for the flat translate of a fixed γv to be of type (p, p) at some point
s ∈ N is holomorphic. Consequently, each Σ(γv) is analytic.

On the other hand, any element of type (p, p) is fixed by the Weil operator C ,
so that if s ∈ Σ(γv)

hs(γv, γv) = Qs(γv, γv) = Qs0(v, v)

But, forN relatively compact, the Hodge norms hs, s ∈ N , are uniformly equivalent
to the Hodge norm at s0. Since the elements γv lie in a lattice this implies that
Σ(γv) = ∅ for all but finitely many of them and, consequently, S(u) is an analytic
subvariety of S. �

To prove the algebraicity of S(u), it is sufficient to consider the case when S
is quasi-projective; indeed, the complement of a divisor with normal crossings in a
smooth projective variety S̄. By Chow’s theorem it will then be enough to show
that the closure of S(u) in S̄ is analytic as well. In order to do this it is necessary
to study S(u) locally at the divisor S̄ \ S. To this effect, consider a polycylindrical
neighborhood ∆r+l ⊂ S̄ of a point 0 ∈ S̄ \ S, such that S ∩∆r+l = (∆∗)r ×∆l.

Then VZ,F ,Q determines a variation on (∆∗)r ×∆l. While it is not possible
to locally detect the determinations of the same multivalued flat section, according
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to the previous argument they will all have the same Q-norm. Theorem 2.1 will
therefore follow from to the following statement.

Theorem 3.2. Let VZ,F ,Q, define a polarized, integral variation of Hodge
structure of weight 2p over a product of punctured disks and disks (∆∗)r ×∆l. Let
α be an integer and K ⊂ ∆l a compact set. Then, there exist finitely many elements
in the typical fiber

v1, ..., vN ∈ V = Vs0
and a neighborhood U of 0×K in ∆r ×∆l such that

(i) If s ∈ U , u ∈ (VZ)s ∩ Vp,ps , and Qs(u, u) = α, then u is the parallel
translate of some vj along a short path from s0 to s;

(ii) Let v1, ..., vN be the corresponding multivalued flat sections of V over
(∆∗)r×∆l, S(vj) the locus where some determination of that section is of type (p, p).

Then, the closures S(vj) ⊂ ∆r ×∆l are analytic subvarieties of this polydisk.
(iii) vj is invariant under the natural monodromy representation of

π1(S(vj)).

When the base is one-dimensional, either there are no integral (p, p) elements of
Q-norm K sufficiently near the puncture, or the locus of such elements will contain
a full punctured disk, in which case the corresponding elements vj ’s will be invariant
by the full local monodromy. In the higher-dimensional case, however, (3.2(iii)) is
all that one can expect.

We can make two simplifying assumptions entailing no loss of generality. First,
we may assume that l = 0; this amounts to considering a variation over a product
of punctured disks extending holomorphically accross some of the punctures. We
also suppose that the local monodromy; that is, the action of π1((∆∗)r) ∼= Zr on
the typical fiber V , is unipotent. Indeed, by Borel’s Monodromy Theorem (cf. [31])
it is necessarily quasi-unipotent and 3.2 will hold for a variation if it holds for its
pull-back to any finite cover (∆∗)r → (∆∗)r.

We now recall some results on the asymptotic behavior of a variation of Hodge
structure, referring to [10, 11, 12, 31] for details.

Choosing coordinates s = (s1, . . . , sr) ∈ (∆∗)r we may, via parallel translation,
view the filtration Fs, as a variable filtration in the typical fiber V = Vs0 , defined
up to the action of the monodromy. Let H denote the upper half-plane; it covers
the punctured disk ∆∗ via z 7→ s = e2πiz. Lifting the variation to the product Hr
one obtains the period map:

Φ : Hr → D
with values on the appropriate classifying space of Hodge structures (on V , of
weight 2p, appropriate Hodge numbers and polarized by Q = Qs0).

Explicitely, for z = (z1, . . . , zr) ∈ Hr, Φ(z) is the parallel translate of the
filtration Fs to V = Vs0 , along the projection of any path in Hr joining z with z0;
here

s = e2πiz ,

that is, sj = e2πizj , for j = 1, . . . , r and z0 ∈ Hr is fixed so that s0 = e2πiz0 .
The map Φ is holomorphic, satisfies the horizontality condition

(3.1) ∂Φq ⊂ Ω1 ⊗ Φq−1

as well as the period relation

Φ(z + ej) = (expNj) Φ(z)
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where eji = δj,i and the N ′js are the monodromy logarithms. The latter are mutu-
ally commuting infinitesimal isometries of Q which preserve the rational structure
on V .

According to Schmid’s Nilpotent Orbit Theorem [31], one can write

Φ(z) = exp (

r∑
j=1

zjNj) ·Ψ(s)

for some holomorphic map

Ψ : ∆r → Ď
into the Zariski closure of D in the corresponding flag variety. Moreover, letting

F := Ψ(0)

the nilpotent orbit

(3.2) θ(z1, . . . , zr) = exp (

r∑
j=1

zjNj) · F

is again holomorphic and satisfies (1.7-8) -hence it is also the lifted period map of
a variation over (∆∗)r.

We must point out that the filtration F ∈ Ď depends on the choice of coordi-
nates and only its orbit FΦ under the action of the abelian group

{ exp (

r∑
j=1

µjNj) ;µj ∈ C }.

is intrinsically associated to Φ. We will refer to any filtration F ∈ FΦ as a limiting
Hodge filtration.

Any nilpotent transformation T ∈ End(V ), T k+1 = 0, has an associated weight
filtration, W (T ). This is an increasing filtration,

{0} = W−k−1(T ) ⊂W−k(T ) ⊂ · · · ⊂Wk(T ) = V

characterized by the properties:

T W`(T ) ⊂W`−2(T ), T ` : Gr
W (T )
`

∼→ Gr
W (T )
−`

The filtration W (T ) is defined over Q if T ∈ End(VQ). As shown in [9], if θ(z) is a
nilpotent orbit and λ1, . . . , λr are real and positive:

W (λ1N1 + ·+ λrNr) = W (N1 + ·+Nr).

We set

W := W (N1 + · · ·+Nr)[−2p],

where, as usual, W [a] denotes the shifted filtration: (W [a])` = W`+a.
It is a consequence of the SL2-Orbit Theorem that for any limiting Hodge

filtration, the pair

(W,F )

is a mixed Hodge structure, polarized -in the sense of [9] and relative to the form
Q- by every N = λ1N1 + ·+ λrNr, λj ∈ R>0.

In terms of the (lifted) period mapping, the finiteness statement (i) in Theorem
3.2 may now be restated as:
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Theorem 3.3. Let K > 0 be given, then for some β > 0, the set Vβ consisting
of all elements v ∈ VZ with Q(v, v) ≤ K and such that v ∈ Φp(z) for some z with
Im(zj) > β, |Re(zj)| ≤ 1, is finite.

Moreover, suppose that the (p, p)-locus S(v) of a locally flat integral section
contains the origin 0 ∈ ∆r in its closure. Then

v ∈ F p ∩ F̄ p ∩W0(N1 + · · ·+Nr)

for some limiting Hodge filtration F .

Assuming Theorem 3.3, we will now proceed to prove (ii) and (iii) of Theorem
3.2. We fix an element v ∈ VZ satisfying Q(v, v) ≤ K, and such that the (p, p)-locus
of the corresponding flat section,

Σ = S(v)

contains the origin 0 ∈ ∆r in its closure. Σ is the projection onto (∆∗)r of the set

Σ̃ = {z ∈ Hr : v ∈ Φp(z)}.

The group G = O(Q,C) acts transitively and holomorphically on Ď, so we may
write

Ψ(s) = exp Γ(s) · F
where F is as in (1.10) and Γ: (∆∗)r −→ g is a holomorphic map with values in the
Lie algebra of G. We choose a specific lifting as follows. Let {Ia,b} be the canonical
bigrading of V (cf. (4.1) below) associated to the mixed Hodge structure (W,F ).
Then

W` =
⊕
a+b≤`

Ia,b ; F q =
⊕
a≥q

Ia,b.

Being a Lie algebra of endomorphisms of V , g inherits a bigrading {Ia,bg} in terms
of which the isotropy subalgebra of g at F is h =

⊕
a≥0 I

a,bg and

g = h + b ; b =
⊕
a<0

Ia,bg

Since Ψ(0) = F , we can choose the function Γ(s) to be holomorphic, b-valued and
such that Γ(0) = 0. Note that b is a graded nilpotent Lie algebra:

b = b−1 ⊕ b−2 ⊕ · · · ; br =
⊕
a=r

Ia,bg

The monodromy logarithms are (−1,−1)-morphisms of the mixed Hodge struc-
ture (W,F ). Hence, they satisfy Nj(I

a,b) ⊂ Ia−1,b−1. Therefore, Nj ∈ I−1,−1g ⊂
b−1. Setting

exp(

r∑
j=1

zjNj) = exp(z ·N)

we can write

(3.3) exp(z ·N) · exp Γ(s) = expX(z)

for some holomorphic, b-valued function X on Hr. By construction, the period
mapping is now expressed as

(3.4) Φ(z) = expX(z) · F
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The horizontality of Φ, 3.1 takes the form

exp(−X) · ∂ expX ∈ F−1g =
⊕
a≥−1

Ia,bg

The logarithmic derivative of the b-valued function X(z) must remain in b; there-
fore,

exp(−X) · ∂ expX ∈ b ∩ F−1g = b−1 .

If we decompose
X = X−1 +X−2 + · · · ; Xr ∈ br

it follows that

(3.5) exp(−X) · ∂ expX = ∂ expX−1

On the other hand, we obtain from 3.3

exp(−X) · ∂ expX =
∑
j

e−ad(Γ)Nj ⊗ dzj + exp(−Γ) · ∂ exp Γ

which, because of 3.5, implies that

(3.6) e−ad(Γ)Nj + 2πisj exp(−Γ)
∂ exp Γ

∂sj
∈ b−1

Setting sj = 0 and noting that e−ad(Γ)Nj ≡ Nj (mod b−2 + b−3 + · · · ), (1.15)
yields the following identity which will play an important role in our inductive step:

(3.7) [Nj ,Γ(s)] = 0 whenever sj = 0.

The differential equation 3.6 encapsulates the properties of the holomorphic
function Γ(s), required for Φ(z), defined as in 3.4, to be a period map. In fact, we
have (cf. (2.8)in [10]):

Theorem 3.4. Let {N1, . . . , Nr;F} be a nilpotent orbit and suppose Γ: ∆r → b
is a holomorphic map satisfying 3.4. Then, the map Φ(z) = exp(z ·N) ·exp Γ(s) ·F
is (the lifting of) a period mapping.

Because of 3.4 we can now describe Σ̃ as

Σ̃ = { z ∈ Hr : exp(−X(z)) · v ∈ F p }
Given that the origin is in the closure of Σ and that the filtration F has been chosen
as in Theorem 3.3, one can also write

Σ̃ = { z ∈ Hr : exp(−X(z)) · v = v }
Indeed, v ∈ F p ∩ F̄ p ∩W0 which, by definition of the bigrading (4.1), is contained
in Ip,p. Since X(z) ∈ b,

exp(X(z)) · v ≡ v

(
mod

⊕
a<p

Ia,b

)
Therefore, exp(−X(z)) · v ∈ F p if and only if expX(z) · v = v. We can then
conclude, since X(z) is nilpotent:

Σ̃ = { z ∈ Hr : expX(z) · v = v } = { z ∈ Hr : X(z) · v = 0 }
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Since v ∈ Ip,p, X(z) · v = 0 ⇔ X−j(z) · v = 0 ∀j. Therefore

Σ̃ ⊂ Σ̃−1 := { z ∈ Hr : X−1(z) · v = 0 }.

Setting Σ−1 = exp(2πiΣ̃−1), we have a diagram of inclusions and projections:

Σ̃ ↪→ Σ̃−1 ↪→ Hryπ yπ yπ
Σ ↪→ Σ−1 ↪→ (∆∗)r

We emphasize that Σ̃ need not be equal to π−1(Σ), and similarly for Σ̃−1.

Lemma 3.5. The closure of Σ−1 is an analytic subvariety of ∆r.

Proof. Σ−1 is defined as the projection of the variety:

Σ̃−1 = { z ∈ Hr : X−1(z) · v = 0 }
and

X−1(z) =
∑
j

zjNj + Γ−1(s)

Since v ∈ VQ and Nj ∈ End(VQ), we may choose coordinates wj =
∑
mijzi,

mij ∈ Z, and a basis of VQ so that, in these new coordinates and relative to this

basis, Σ̃−1 is defined by the system of equations:

wj + µj(s) = 0 (1 ≤ j ≤ ρ)

µρ+l(s) = 0 (l ≥ 0),

where ρ = dim(spanQ{N1v, . . . , Nrv}) and the functions µj(s) are holomorphic in
∆r.

Let,

tj = e2πiwj =
∏
i

s
mij
i

Then, Σ−1 is defined by the system of equations in (∆∗)r,

tj(s) e
2πiµj(s) = 1 (1 ≤ j ≤ ρ)

µρ+l(s) = 0 (l ≥ 0)

From this, it is clear that the closure of Σ−1 is analytic as the Lemma asserts.
�

Theorem 3.6. The element v is invariant under the monodromy representation
of π1(Σ−1)

Proof. Given and arbitrary loop σ : [0, 1]→ (∆∗)r based at s0, and its lifting
ζ : [0, 1]→ Hr with ζ(0) = z0, then

µ([σ]) = exp(
∑
j

mjNj)

where (m1, . . . ,mr) = ζ(1)− ζ(0) ∈ Zr. If σ lies in Σ−1, then for each t ∈ [0, 1], we
can write

ζ(t) = ζ ′(t) + q(t)

with ζ ′(t) ∈ Σ̃−1 and q(t) ∈ Zr. Since Γ1(0) = 0,

X−1(ζ(t)) = X−1(ζ ′(t)) +
∑
j

qjNj
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and therefore

X−1(ζ(t)) · v =
∑
j

qjNj · v

since X−1(ζ ′(t))·v = 0 by definition of Σ̃−1. By continuity, and since the right-hand
side of this equation lies in VQ, X−1(ζ(t)) · v must be constant. Consequently,∑

j

mjNj · v = X−1(ζ(1)) · v −X−1(ζ(0)) · v = 0.

�

Let Σ̄ (respectively, Σ̄−1) denote the closure of the analytic variety Σ (respec-
tively, Σ−1). Theorem 3.6 together with the following will complete the proof of
Theorem 3.2.

Lemma 3.7. Σ̄ is an analytic subvariety of ∆r. In fact, Σ̄ is the union of
irreducible components of Σ̄−1.

Proof. The variety Σ is defined as π(Σ̃), where Σ̃ ⊂ Hr is defined by the
equation

expX(z) · v = v

This equation may be interpreted as follows: Since, by assumption, the local mon-
odromy transformations are unipotent, the vector bundle V → (∆∗)r has a distin-

guished extension V̂ → ∆r, the canonical extension [14]. A trivialization of V̂ is
given by those sections of V corresponding to functions Hr → V of the form

z→ (exp(z ·N)) · u
for u ∈ V . Consequently, the function z → expX(z) · v defines a (single-valued)

holomorphic section ν̂(s) of V̂. In this setting, Σ may be described as the locus of
points s ∈ (∆∗)r at which ν̂(s) agrees with some determination of the multivalued
flat section v(s).

On the other hand, the identity 3.5 and the fact that, by definition, X−1(z)·v =

0 for z ∈ Σ̃−1, imply that ν̂(s) defines on Σ∗−1, the set of smooth points of Σ−1, a
flat, holomorphic section of the restriction of V to Σ∗−1.

Suppose now that Y is an irreducible component of Σ̄−1. Both Y ∗, the subset of
smooth points of Y , and Y ∗∩(∆∗)r are connected. If s0 ∈ Y ∗∩Σ, then at s0, ν̂(s0)
agrees with some determination of v(s0), but since ν̂(s) is flat along Y ∗, it follows
that ν̂(s) will be a determination of v(s) for all s ∈ Y ∗ ∩ (∆∗)r. Consequently,
either Y does not intersect Σ̄ or Y ⊂ Σ̄. �

We conclude this section with the proof of Theorem 2.2.
Let UQ ⊂ (VQ)s0 = VQ be a Hodge substructure:

(3.8) U = UQ ⊗ C =
⊕
p+q=k

U ∩Hp,q.

We will show that the locus ΣU of points s ∈ S at which some parallel translate
of U remains a Hodge substructure is an algebraic subvariety of S.

Let d = dimC(U) and consider the exterior power ΛdV . A Hodge structure of
weight k on V defines a Hodge structure of weight kd on ΛdV by:
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ΛdV =
⊕

a+b=kd

Ha,b
∧

with
Ha,b
∧ =

⊕
a1+...+ad=a

(
Ha1,k−a1 ∧ . . . ∧Had,k−ad

)
Let F∧ denote the corresponding Hodge filtration. We note that kd is always even,
because if k is odd, then d is necessarily even.

If a bilinear form Q polarizes the Hodge structure on V , then the corresponding
Hodge structure on ΛdV is polarized by the bilinear form Q∧ defined by

Q∧(u1 ∧ . . . ∧ ud, v1 ∧ . . . ∧ vd) = det(Q(ui, vj))

We consider then the polarizable variation of Hodge structure defined by (ΛdVZ,F∧).
The one-dimensional subspace ΛdU is defined over Q and, at the point s0 ∈ S,

it is contained in Hp,p
∧ , p = kd/2. Thus, ΣU ⊂ Σ∧U , where Σ∧U is the locus where

some parallel translate of ΛdU remains of type (p, p). By Theorem (1.3), Σ∧U is an
algebraic subvariety of S.

We assume now that s0 is a smooth point in Σ∧U and letN be a simply connected

neighborhood of s0. Let Σ̃U ⊂ N be the locus of points s ∈ N such that the parallel
translation of U to s along any path in N is a Hodge substructure. Clearly,

Σ̃U ⊂ ΣU ∩N ⊂ Σ∧U ∩N

Σ̃U is an analytic subvariety of N . In fact, making N smaller if necessary, Σ̃U
is given by

Σ̃U = { s ∈ N : dim(F p(s) ∩ U) = dim(F p(s0) ∩ U) }

Assume now that s0 is a smooth point of Σ̃U as well and let

ξ : Ts0(S) −→
⊕
a

Hom(Ha,k−a
s0 , Ha−1,k−a+1

s0 )

be the differential, at s0, of the period map of the variation. The tangent space to
Σ̃U at s0 is then given by

Ts0(Σ̃U ) = {X ∈ Ts0(S) : ξ(X)(Ha,k−a
s0 ∩ U) ⊂ Ha−1,k−a+1

s0 ∩ U , for all a}
On the other hand, the differential of the period map associated to the variation

of Hodge structure (ΛdVZ,F∧) is given by:

ξ∧(X) =

d∑
i=1

(−1)i−1 I ∧ . . . ∧ ξ(X) ∧ . . . ∧ I

and the tangent space at s0 of the (p, p)-locus Σ∧U is

Ts0(Σ∧U ) = {X ∈ Ts0(S) : ξ∧(X)(ΛdU) = 0 }

Therefore, Ts0(Σ̃U ) = Ts0(Σ∧U ). Indeed, if u1, . . . , ud is a basis of U compatible

with the Hodge decomposition 3.8, and X ∈ Ts0(Σ̃U ) then, for any i = 1, . . . , d, the
product u1 ∧ . . .∧ ξ(X)ui ∧ . . .∧ ud must be contained in Λd(U), but being of type
(p− 1, p+ 1), it must vanish. Conversely, if W is any complement of U , and, given
X ∈ Ts0(Σ∧U ) we write ξ(X)(ui) = u′i + wi, u

′
i ∈ U , wi ∈W , then∑

i

(−1)i−1u1 ∧ . . . ∧ (u′i + wi) ∧ . . . ∧ ud = 0
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implies that
u1 ∧ . . . ∧ wi ∧ . . . ∧ ud = 0

for each i and, consequently, wi = 0.
Arguing as in the proof of Lemma 3.7, we conclude that ΣU is a union of

irreducible components of Σ∧U and, therefore, algebraic.

4. Splittings of MHS and Asymptotics of Period Maps

In this section we will collect the basic results on mixed Hodge structures
(MHS), their real splittings, and the asymptotics of period maps that we will use
in the sequel. We refer to [31, 11, 10, 8] for details and proofs.

Given a mixed Hodge structure (MHS) (W,F ) the subspaces

(4.1) Ia,b = Ia,b(W,F ) = F a ∩Wa+b ∩ (F̄ b ∩Wa+b +
∑
j≥1

F̄ b−j ∩Wa+b−j−1)

define a bigrading of (W,F ) uniquely characterized by the property:

Ia,b ≡ Ib,a
(
mod Λa−1,b−1

)
,

where
Λa,b :=

⊕
r≤a
s≤b

Ir,s.

We say that (W,F ) splits over R if

Ia,b(W,F ) = F a ∩ F̄ b ∩Wa+b.

We set,
L−1,−1(W,F ) = {T ∈ End(V ) : T (Ia,b) ⊂ Λa−1,b−1};

L−1,−1
R (W,F ) = L−1,−1(W,F ) ∩ End(VR)

Recall the following result due to Deligne [18] (see also [11]:

Theorem 4.1. Given a MHS (W,F ) there exists δ ∈ L−1,−1
R (W,F ) such that

(W, exp(−iδ).F ) is a MHS split over R. Moreover, δ is unique, commutes with
every morphism of (W,F ), and

L−1,−1(W,F ) = L−1,−1(W, exp(−iδ).F ).

4.1. SL2-orbits. If θ(z) = exp(zN)F is a nilpotent orbit of Hodge structures
of weight 2p, then the mixed Hodge structure (W,F ), W = W (N)[−2p], is polar-
ized by the pair (N,Q) as defined in [9] (see also [11, Definition 2.26]). Indeed,
the notions of polarized mixed Hodge structure (PMHS) and nilpotent orbits are
equivalent [11, Corollary 3.13].

Let (W,Fδ) be the R-split MHS associated to (W,F ) by Theorem 4.1, so that

F = exp(iδ)Fδ.

Schmid’s SL2-orbit theorem associates a different R-split MHS to a PMHS (W,F ).
We shall denote it by (W,Fσ) and recall (cf. [11, Proposition (3.28)], [17]) that
even though Fσ is defined using the nilpotent orbit, it is, a posteriori, canonically
attached to the PMHS (W,F ). Indeed,

(4.2) Fσ = expσ.Fδ,

where σ is a universal non-commutative polynomial in the components δa,b, for
a, b ≤ −1, of δ relative to the bigrading I∗,∗(Wg, Fδg). Thus, the filtration Fσ
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depends only on the MHS (W,F ) and not on the particular polarizing data (N,Q).
We can write

(4.3) F = exp η · Fσ,

where η is also a universal polynomial on the components of δ and, consequently,
η ∈ L−1,−1g as well.

Let (W,F ) be a PMHS and (W,Fσ) as above. The bigrading (4.1) is then given
by

Ia,bσ = F aσ ∩ F bσ ∩Wa+b.

Let Yσ ∈ gR = g ∩ End(V,R) be defined by:

(4.4) Yσv = (a+ b− 2p)v , if v ∈ Ia,bσ .

Then, the eigenspaces of Yσ:

(4.5) E`(Yσ) =
⊕
a+b=`

Ia,bσ

define a real grading of the weight filtration W . Similarly, we define Ia,bδ , Yδ, and
E`(Yδ).

Since N is a (−1,−1)-morphism of (W,Fσ) we have

[Yσ, N ] = −2N.

In fact, {Yσ, N} extends to an sl2-triple which defines a Lie algebra homomorphism:

ρσ : sl2(R)→ gR.

A similar construction could be carried out for the splitting Ia,bδ leading to a ho-
momorphism

ρδ : sl2(R)→ gR.

But it is ρσ that generalizes well to the multivariable case.
We shall describe the construction in the case r = 2, s = 0. Let

(4.6) θ(z1, z2) = exp(z1N1 + z2N2)F

be a nilpotent orbit. We will denote by

• W (2) := W (N1 +N2)[−2p],
• W (1) := W (N1)[−2p].

• F (2)
σ the splitting associated with the PMHS (W (2), F ).

Since (W (2), F
(2)
σ ) splits over R and the action of N2 on W (1) agrees with the action

of N1 +N2, it follows that (W (1), exp(iN2)F
(2)
σ ) is a polarized MHS. We denote by

• F (1)
σ the splitting associated with the PMHS (W (1), exp(iN2)F

(2)
σ ).

• Y (2)
σ and Y

(1)
σ , the semisimple transformations (4.4).

We recall some basic results from [11] (see also [10]):

Theorem 4.2. The semisimple elements Y
(2)
σ and Y

(1)
σ commute and, conse-

quently, define a real bigrading

V =
⊕

(`1,`2)∈Z2

V`1,`2 ,
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such that Y
(j)
σ acts as multiplication by `j on V`1,`2 . Let N̂2 be the component of

N2 in the zero-eigenspace of ad(Y
(1)
σ ). Then

W (N1 +N2) = W (N1 + N̂2)

and the pairs {Y (1)
σ , N1} and {Y (2)

σ − Y (1)
σ , N̂2} determine commuting sl2-triples.

Moreover:

exp(iN1) · F (1)
σ = exp(i(N1 + N̂2)) · F (2)

σ .

This filtration, which lies in D, will be denoted by F#.

Note that the last assertion of Theorem 4.2 implies that

(4.7) (W (1), F#) and (W (2), F#) are PMHS.

We remark also that the construction above depends on the ordering of the variables
z1, z2 and that Theorem 4.2 fails if we replace the splittings Fσ by the splitting Fδ.

Lemma 4.3. With notation as above, let θ(z) = exp(zN)F be a nilpotent orbit.
Then

a) F p ∩ VR ∩W0(N) ⊂ E0(Y
(2)
δ ) ∩ ker(δ).

b) F p ∩ VR ∩W0(N) ⊂ E0(Y
(2)
σ ) ∩ ker(σ).

Proof. Suppose v is in the subspace defined by the left-hand side of a). Then,
v ∈ F p ∩W2p ∩ VR and, therefore,

v ∈ Ip,p(W,F ) = exp(iδ)Ip,p(W,Fδ)
.

Therefore, if we write v = eiδf , f ∈ Ip,p(W,Fδ)
, we have eiδf = e−iδ f̄ or, equivalently,

e2iδf = f̄ .

But, since f ∈ Ip,p(W,Fδ)
and

δ ∈ L−1,−1(W,Fδ),

this is possible only if δf = 0 and v = f . The second statement follows from the
fact that Fσ = exp(σ)Fδ, where σ is a polynomial on the components of δ. This
means that an element v on the left-hand side of b) is annihilated by σ as well. �

This result may be generalized to the bivariate case:

Lemma 4.4. With notation as above, let θ(z1, z2) be a nilpotent orbit. Then:

a) F p ∩ VR ∩ ker(N1) ∩ ker(N2) ⊂ E0(Y
(2)
σ ) ∩ E0(Y

(1)
σ ).

b) F p ∩ VR ∩ ker(N1) ∩ ker(N2) ⊂ E0(Y
(2)
δ ) ∩ E0(Y

(1)
δ ).

c) F p# ∩W0(N1) ∩ VR ⊂ E0(Y
(1)
σ ) ∩ ker(N1).

Proof. To prove a) we first apply b) in Lemma 4.3 to the nilpotent orbit
exp(z(N1 +N2))F to deduce that

F p ∩ VR ∩ ker(N1) ∩ ker(N2) ⊂ (F (2)
σ )p.

Hence, if v is in the left-hand side of a) we have

v ∈ (exp(iN2)F (2)
σ )p ∩W0(N1) ∩ VR.

Applying again b) in Lemma 4.3 but this time to the nilpotent orbit

exp(zN1)(exp(iN2)F (2)
σ )
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we obtain the statement. The second assertion follows from a) by the relationship

between the splittings Y
(1)
σ and Y

(1)
δ .

Since F# = exp(iN1)F
(1)
σ and N1 ∈ L−1,−1(W (1), F

(1)
σ ) it follows from the

uniqueness in Theorem 4.1 that N1 plays the role of δ for this MHS. Hence e)

follows from Lemma 4.3 with F#, W (N1), F
(1)
σ , N1 in place of F , W (2), Fδ, δ,

respectively. �

4.2. Asymptotics of a Period Map. Recall from Theorem 3.4 that if

{N1, . . . , Nr;F}

is a nilpotent orbit and Γ: ∆r → b is a holomorphic map satisfying (3.4), then the
map

Φ(z) = exp(z ·N) · exp Γ(s) · F , sj = e2πizj

is a holomorphic horizontal map

Φ: Urα := {z ∈ Ur : Im(zj) > α} → D,

for some α sufficiently large. We point out that this statement holds for Nj ∈ gR,
not necessarily defined over Q. We will refer to {N1, . . . , Nr;F ; Γ} as period mapping
data.

Suppose now that (N ;F ; Γ) is as above. Let W = W (N)[−2p] and let Fσ, Yσ,
be as before. Set

e(y) = exp(
1

2
log y Yσ) ∈ G.

Since

F rσ =
⊕
a≥r

Ia,bσ

and Ia,bσ is contained in an eigenspace of Yσ, the linear transformations e(y) preserve
the filtration Fσ.

Lemma 4.5. With notation as above, if x = Re(z) remains bounded then

(4.8) lim
y→∞

e(y)Φ(z) = F# = exp(iN)Fσ.

Proof. We can write:

Φ(z) = exp(zN) · ψ(s)

= exp(xN) · exp(iyN) · exp(Γ(s)) · F
= exp(xN) · e−1(y) · exp(iN) · e(y) · exp(Γ(s)) · eη · Fσ,

where η ∈ L−1,−1g is such that F = eηFσ. Therefore

e(y) · Φ(z) = e(y) · exp(xN) · e−1(y) · eiN · e(y) · exp(Γ(s)) · eη · Fσ
= exp((x/y)N) · eiN · e(y) · exp(Γ(s)) · eη · Fσ
= exp((x/y)N) · eiN · e(y) · exp(Γ(s)) · eη · e−1(y) · Fσ,

where the last equality follows from the fact that e(y) · Fσ = Fσ. The statement
now follows from the fact that both Γ(s) and η live in the sum of eigenspaces of
ad(Yσ) corresponding to strictly negative eigenvalues.

�
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We will need a generalization of Lemma 4.5 to the multivariable case. Again, to
simplify the exposition, we will restrict ourselves the two-variable case. We continue
with the same notation as above.

Let (N1, N2;F ; Γ) be period mapping data and Φ: U2
α → D the associated map.

Let W (2), W (1), F
(2)
σ , F

(1)
σ , Y

(2)
σ , Y

(1)
σ , N̂2, as before. We set t2 = y2, t1 = y1/y2,

and

(4.9) e(t) := exp

(
1

2
log t1Y

(1)
σ

)
exp

(
1

2
log t2Y

(2)
σ

)
The following result is contained in Lemma (4.5) and Remark (4.6) of [10]. We

give a sketch and refer to [10] for details.

Lemma 4.6. Suppose x1 = Re(z1) and x2 = Re(z2) are bounded. Then, if t1
remains bounded away from zero and t2 →∞,

a) e(t) · exp(x1N1 + x2N2) · e(t)−1
converges to the identity and

|| e(t) · exp(x1N1 + x2N2) · e(t)−1 − 1 || = O(t
−1/2
2 )

b) e(t) · exp(y1N1 + y2N2) · e(t)−1
converges to exp(i(N1 + N̂2)) and

|| e(t) · exp(x1N1 + x2N2) · e(t)−1 − exp(i(N1 + N̂2)) || = O(t
−1/2
2 )

c) || e(t)γ(s)e(t)
−1 − 1 || = O(e−αt2), for a positive constant α.

d) e(t)Φ(z1, z2)e(t)
−1 → F#.

Proof. Since N1 and N2 are (−1,−1)-morphisms of (W (2), F
(2)
σ ), they lie

in the sum of eigenspaces of ad(Y
(2)
σ ) with eigenvalues less than or equal to −2.

On the other hand, N1 is also a (−1,−1)-morphism of (W (1), F
(1)
σ ), and, since

N2 commutes with N1 it preserves W (N1). Consequently N2 lies in the sum of

eigenspaces of ad(Y
(1)
σ ) with non-positive eigenvalues. Thus, a) follows. A similar

argument yields b).
In order to prove c), we recall that γ(s) = exp(Γ(s)) and decompose

Γ(s1, s2) =
∑
`1,`2

Γ`1,`2(s1, s2).

By construction we must have that for `2 ≥ 0,

Γ`1,`2(s) = 0.

Suppose now that `1 > 0, and consider a component Γ`1,`2(s). By (3.7)

[Γ`1,`2(0, s2), N1] = 0.

Therefore for `1 > 0, Γ`1,`2(0, s2) = 0. Hence, for `1 > 0

||Ad

(
exp

(
1

2
log t1Y

(1)
σ

))
Γ`1,`2 || = O(t

`1/2
1 e−βy1)

which converges to zero as y2 →∞.
The last statement follows from a), b), and c) as in the proof of Lemma 4.5. �
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5. The Local Statement: One variable case.

In this section we will prove Theorem 3.3 in the case of one-variable period
mappings. The argument follows roughly the lines of [15] though we have placed
it in the context needed for the general argument.

We will prove Theorem 3.3 by contradiction. Indeed, its assertions wil follow
from the following:

Theorem 5.1. Let (N1, . . . , Nr;F ; Γ) be period mapping data and K > 0.
Suppose there exist sequences u(n) ∈ VZ and z(n) = x(n) + iy(n) ∈ Ur such that:

a) Q(u(n), u(n)) ≤ K.
b) lim

n→∞
xi(n) exists for all i = 1, . . . , r.

c) lim
n→∞

yi(n) =∞ for all i = 1, . . . , r.

d) u(n) ∈ Φp(z(n)).

Then, for n sufficiently large, u(n) takes values in a finite set

{v1, . . . , vm} ⊂W0(N1 + · · ·+Nr) ∩ F p,

for some limiting Hodge filtration F ∈ Ď.

Note that if u(n) satisfies the assumptions then any subsequence does as well.
In the arguments that follow, we will freely pass to subsequences while keeping the
original notation.

We will prove this theorem in the cases r = 1 and r = 2, where the arguments
are representative of those used in the general case but become more transparent.

The inductive nature of the proof makes it necessary to prove a different version
of Theorem 5.1. We do this in the one-variable case. In what follows, the expression
|| • || means the Hodge norm at the point F# ∈ D.

Proposition 5.2. Let (N ;F ; Γ) define a period map. Let u(n), z(n) be se-
quences such that:

a) u(n) ∈ VZ.
b) z(n) = x(n) + iy(n) ∈ U and, as n→∞,

x(n)→ x0 ∈ R, y(n)→∞.

c) u(n) = f(n) + g(n), where f(n) ∈ Φp(z(n)) and

|| g(n) || ∼ e−αy(n)||u(n) ||

as n→∞ for some positive constant α.
d) || e(n)u(n) || is bounded, where e(n) = e(y(n)).

Then, there exists a finite collection

{v1, . . . , vm} ⊂W0(N) ∩ F p,

such that, for n sufficiently large, u(n) = vj for some j. Moreover, each vj is fixed
by the sl2-representation ρσ.

Remark 5.3. If assumption iii) in Proposition 5.2 is satisfied we say

(5.1) u(n) ∼y(n) Φp(z(n))
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Before proving Proposition 5.2 let us observe that it implies Theorem 5.1 in
the case r = 1. Indeed, it suffices to check that if u(n), z(n) satisfy the conditions
in Theorem 5.1, then d) in Proposition 5.2 is satisfied as well. Since

u(n) ∈ VR ∩ Φp(z(n))

and e(y(n)) ∈ GR, we have

Q(u(n), u(n)) = ||u(n) ||2Φ(z(n))

= || e(y(n))u(n) ||2e(y(n))Φ(z(n)).

But, by Lemma 4.5, e(y(n))Φ(z(n))→ F#, as n→∞. Hence the Hodge norms at
the points e(y(n))Φ(z(n)) and F# are uniformly mutually bounded. The statement
now follows from the assumption that Q(u(n), u(n)) ≤ K.

Proof of Proposition 5.2
We note first of all that the statement and conclusion of the Proposition remain

unchanged if we replace the period map Φ by the associated nilpotent orbit θ(z) =
exp(zN) · F . Thus, in what follows we will assume that Γ(s) = 0. Let u(n) =∑
` u(n)` be the decomposition of u(n) in eigenspaces of Yσ and let `0 be the

largest ` such that u(n)`0 6= 0 for infinitely many n’s. Then, for those n:

(5.2) || e(n)u(n) || ∼ y(n)`0/2||u(n)`0 ||

and it follows from the assumptions that `0 ≤ 0. Hence, for n sufficiently large

(5.3) u(n) ∈W0(N)

Moreover, for those n’s such that u(n)0 6= 0, we have from (5.2) that ||u(n)0 || is
bounded. Hence, since u(n) ∈ VZ we deduce that the elements u(n)0 vary in a finite
set

(5.4) {v1, . . . , vm} ⊂ E0(Yσ).

We may assume without loss of generality that m = 1 and set v = v1. Hence, we
may assume that u(n) = v + w(n), where w(n) ∈W−1(N).

The next step will be to show that

(5.5) v ∈ Ip,pσ ∩ kerN and lim
n→∞

e(yn)w(n) = 0.

Lemma 5.4. Let T : U → V be a linear map of vector spaces. Let Ln be a
sequence of lines in U converging to a line L which is complementary to kerT .
Then T (Ln) converge to T (L).

Proof. We may assume without loss of generality that Ln is complementary
to kerT for all n. Let L̃n be the projection to U/ kerT , clearly the lines L̃n converge

to L̃. The result now follows from the injection U/ kerT → V . �

Returning to the proof of (5.5), let Ln be the line in H spanned by e(n)u(n).
Passing to a subsequence if necessary, we may assume that Ln converges to a line
L. Now, by assumption we may write

e(n)u(n) = e(n)f(n) + e(n)g(n),

where f(n) ∈ θ(z(n)) and || g(n) ||/||u(n) || → 0 exponentially as n→∞. Since e(n)
grows at worst polynomially on y(n), the same is true for || e(n)g(n) ||/|| e(n)u(n) ||.
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Hence, we may assume that the lines R(e(n)u(n)) and R(e(n)f(n)) converge to the
same line L. But, by Lemma 4.5, e(n)θ(z(n))→ F# and, therefore,

L ⊂ F p# ∩W0(N) ∩HR.

Hence, by Lemma 4.3,

L ⊂ Ip,pσ ∩ kerN.

Consider now the projection T : H → E0(Y ). Clearly L ∩ kerT = {0}, in fact
T |L = id. Hence, it follows from Lemma 5.4 that

L = T (L) = lim
n
T (Ln) = lim

n
R · v = R · v

and, consequently, v ∈ Ip,p0 ∩ kerN .
To prove the second statement choose λn ∈ R such that

λne(n)u(n) = λnv + λne(n)w(n)

converges to a non-zero element of the limiting line L = R · v. This means that λn
converges to some λ 6= 0 and

0 = lim
n→∞

λne(n)w(n) = λ lim
n→∞

e(n)w(n).

We will next show that for n sufficiently large, u(n) ∈ kerN or, equivalently,

(5.6) N(w(n)) = 0.

Since e(n) acts polynomially on y(n)−1/2, it suffices to show that

(5.7) ||N(e(n))u(n)) ||/||u(n) || = O(e−αy(n)).

Now,

N(e(n))w(n)) = N(e(n))u(n))

= N(e(n))f(n)) +N(e(n))g(n))

with ||N(e(n))g(n)) ||/||u(n) || = O(e−βy(n)). But ||N(e(n))u(n)) ||/||N(e(n))g(n)) ||
is bounded since, otherwise, we could assume that the lines RN(e(n))w(n)) and

RN(e(n))f(n)) have the same limit L. But then L ⊂ F p−1
# ∩W3(N) ∩ VR = {0}.

Since ||N(e(n))g(n)) || = O(e−βy(n)) and e(n) acts at most polynomially on y(n),
(5.7) follows. Now, since u(n) ∈ VZ, they lie in a discrete set and then so do
N(w(n)). Hence N(w(n)) = 0 for n sufficiently large and we get (5.6).

Now, u(n) = exp(−z(n)N)(f(n) + g(n)) and exp(−z(n)N)f(n) ∈ F . Hence
the lines Ln spanned by u(n) converge to a line

L ⊂W0(N) ∩ F p ∩ VR.

Now, u(n) = exp(−z(n)N)(f(n)+g(n)) and exp(−z(n)N)f(n) ∈ F . Hence, for
n sufficiently large u(n) is bounded in the Hodge norm at a point in D and, being in
the lattice, may take only finitely many values which must lie in kerN ∩W0(N)∩F .
But then Lemma 4.3 implies that L ⊂ E0(Yσ) and, consequently, u(n) = v for n
sufficiently large. Moreover, since v ∈ kerN ∩ ker(Yσ), it follows that v is fixed by
the sl2-representation ρσ. This completes the proof of Proposition 5.2.
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6. The Local Statement: Bivariate Case

Let u(n), z(n) = (z1(n), z2(n)) be as in the statement of Theorem 5.1. Passing
to a subsequence and exchanging the roles of N1 and N2 if necessary, we may
assume, without loss of generality, that y1(n)/y2(n) is bounded away from zero.
We will consider separately the cases when t1(n) = y1(n)/y2(n) is bounded and
unbounded.

We begin with the latter case. We may then assume t1(n) → ∞ as n → ∞.
As before, let e(n) = e(t1(n), t2(n)). Note that we can argue as in the one-variable
case to deduce that u(n) ∈ Φp(z(n)) implies that

(6.1) || e(n)u(n) || is bounded.

Let (`1, `2) be the largest pair of indices, in the lexicographic order, such that there
is a subsequence, also denoted by u(n) with

u(n) ∈W`1(N1) ∩W`2(N1 +N2)

and non-trivial projections to the corresponding graded quotients.
We may assume that the lines Ln = R · (e(n)u(n)) converge to a line L which

must lie in

(6.2) F p# ∩W`1(N1) ∩ VR.

But, since (W (N1)[−2p], F p#) is a mixed Hodge structure, the fact that the subspace

(6.2) is non-trivial implies that `1 ≥ 0.
Suppose now that `1 > 0. Since e(n)u(n) is bounded, this means that `2 < 0.

Let Φ̃(1)(z2) be the projection to Gr
W (N1)
`1

of

Φ(1)(z2) = exp(z2N2)γ(0, s2)F.

Because of (3.7), γ(0, s2) preserves the weight filtration W (N1), and we can apply

Theorem 3.4 to conclude that Φ̃(1)(z2) is a period map of Hodge structures of

weight 2p + `1. Its nilpotent orbit is given by (Ñ2, F̃ ), where Ñ2 and F̃ denote

the projections of N2 and F to Gr
W (N1)
`1

. Moreover, W`(Ñ2) is the projection to

Gr
W (N1)
`1

ofW`+`1(N1+N2) (cf. [9]), and the SL2-splitting is given by the projection

Ỹ
(2)
σ of Y

(2)
σ . In particular,

(6.3) ẽ(n)[u(n)] = [e(n)u(n)] is bounded in norm.

Consider now the lines Ln = R[e(n)u(n)], which we may assume convergent.
The limiting line is real and lies in

(6.4) W`2−`1(Ñ2) ∩ F̃ p.

But, since `2 − `1 < 0, the intersection (6.4) is {0}. Hence `1 = 0.
The same argument, with `1 = 0 gives that `2 ≥ 0. But if `2 > 0 the sequences

e(n)u(n) would be unbounded. Hence

(6.5) u(n) ∈W0(N1) ∩W0(N1 +N2).

Let [u(n)] denote the projection of u(n) and Φ̃(1)(z2) the projection of Φ(1)(z2)

to Gr
W (N1)
0 . We claim that

(6.6) [u(n)] ∼y1(n) Φ̃(1)(z2).
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Note first of all that Γ(s1, s2) = Γ(0, s2)+s1B(s1, s2) with B a b-valued holomorphic
map on ∆2. Therefore,

γ(s1, s2) = µ(s1, s2)γ(0, s2),

and ||µ(s1, s2)− 1 || < Ke−2πy1 . Hence

exp(−z1N1)Φ(z1, z2) = (ez2N2µ(s1, s2)e−z2N2)Φ(1)(z2).

But, since y1(n)/y2(n)→∞ we have that as n→∞,

|| ez2(n)N2µ(s(n))e−z2(n)N2 − 1 || < Ae−αy1(n).

Hence

exp(−z1(n)N1)u(n) ∼y1(n) Φ(1)(z2).

Since, [exp(−z1(n)N1)u(n)] = [u(n)], it remains to check that the order of con-

vergence is preserved by passage to Gr
W1(N)
0 . This follows by noting that our

assumptions guarantee that as n → ∞, the ratio ||u(n) ||/|| [u(n)] || grows at worst
polynomially with y1(n).

Given (6.3), it follows then that [u(n)] satisfies the assumptions of Proposi-

tion 5.2 for the period map data: (Ñ2, F̃ ,Γ(0, s2)) in Gr
W (N1)
0 . Hence, there are

only finitely may [u(n)] and they are fixed by the sl2-triple defined by Ñ2 and Ỹ
(2)
σ .

Thus, we may assume without loss of generality that [u(n)] is constant; i.e.

u(n) = v + w(n),

where v ∈ E0(Y
(2)
σ ) and w(n) ∈W−1(N1). We may now mimick the argument used

to prove (5.5) to deduce that

(6.7) v ∈ kerN1 and lim
n→∞

e(n)w(n) = 0.

As in the proof of Proposition 5.2, the next step is to show that

||N1u(n) || < ||u(n) ||e−αy1(n),

which implies that N1u(n) = 0 for n sufficiently large as N1u(n) takes values in a
discrete set. This is done exactly as in the proof of (5.7) replacing N , e(y(n)), Φ(z)

by N1, exp(1/2 log y1(n)Y
(1)
σ , and Φ(1)(z2).

Finally, since u(n) ∈ kerN1 we have that u(n) satisfies the conditions of Propo-
sition 5.2 for the period map data (N2; exp(iλN1)F ; Γ(0, s2)) for some λ ∈ R. This
means that u(n) itself varies in a finite set {v1, . . . , vm} contained in

E0(Y (1)
σ ) ∩ E0(Y (2)

σ ) ∩ F p.
This completes the proof of Theorem 5.1 in the case t1(n) = y1(n)/y2(n) is un-
bounded.

Suppose now that t1(n)→ λ 6= 0 as n→∞. We can then rewrite:

y1N1 + y2N2 = y2(λN1 +N2) + (y1 − λy2)N1.

Note that

lim
n→∞

y2(n)

y1(n)− λy2(n)
=∞

and that we may assume without loss of generality that y1(n)− y2(n)λ > 0 for all
n. Therefore, if

lim
n→∞

(y1(n)− λy2(n)) =∞
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we may replace the period mapping data (N1, N2;F,Γ) by (λN1 +N2, N1;F ; Γ) and
argue as above to obtain the conclusion of Theorem 5.1.

It remains to consider the case when

y1(n)

y2(n)
→ λ and y1(n)− λy2(n)→ µ.

Let X = λN1 +N2 and ω = z1 − λz2. Then

Φ(z) = exp(z2X) exp(ωN1)γ(s1, s2)F

and ω → ω0 ∈ U . Clearly, (X, exp(ω0N1)F ) is a nilpotent orbit and, since
[N1,Γ(0, s2)] = 0, one can verify that (3.6) holds and therefore

(X; exp(ω0N1)F,Γ(0, s))

is the asymptotic data for a period map Φ̂. Since u(n) ∈ Φp(z(n)) we have that

u(n) ∼y2(n) Φ̂p(z2(n)).

We can then apply Proposition 5.2 to obtain that u(n) takes values in a finite set

{v1, . . . , vm} ⊂ ker(X) ∩ (exp(ω0N1)F p)

Since W (X) = W (N1 +N2) and (exp(ω0N1)F p) we have shown that Theorem 5.1
holds in the last remaining case.

Remark 6.1. If as in the last case considered above, y1(n) − λy2(n) remains
bounded (the sequence (y1(n), y2(n)) ∈ R2 osculates to the line R(λ, 1), the ele-
ments u(n) are only invariant under the action of λN1 + N2. This phenomenon
generalizes to arbitrary r and is consistent with the monodromy invariance de-
scribed by Theorem 3.6. Note also that in the last case, vj does not necessarily lie
in F p but it does lie in exp(ω0N1)F p which is also a limiting Hodge filtration.
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