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6.1 Introduction

Objective of statistics is to make inferences
about a population based on information con-
tained in a sample taken from that population.
All quantities used to make inferences about a
population are functions of the n random ob-
servations that appear in a sample.

Consider the problem of estimating a popula-
tion mean µ. One draw a random sample of
n observations, y1, y2, . . . , yn, from the popula-
tion and employ the sample mean

ȳ =
y1 + y2 + · · ·+ yn

n
=

1

n

n∑
i=1

yi.

for µ.
How good is this sample mean for µ?
The answer depends on the behavior of the
random variables Y1, Y2, . . . , Yn and their effect
on the distributions of a random variable Ȳ =
(1/n)

∑n
i=1 Yi.
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To determine the probability distribution for a
function of n random variables, Y1, Y2, . . . , Yn
(say Ȳ ), one must find the joint probability
functions for the random variable themselves
P (Y1, . . . , Yn) or f(Y1, . . . , Yn).

The assumption that we will make is that

“Y1, Y2, . . . , Yn is a random sample from a pop-
ulation with probability function p(y) or prob-
ability density function f(y)”

: the random variables Y1, Y2, . . . , Yn are inde-
pendent with common probability function p(y)
or common density function f(y)

: Y1, . . . , Yn
iid∼ p(y) or f(y)
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6.2 Finding the probability distribution
of a function of random variables

We will study two methods for finding the prob-
ability distribution for a function of r.v.’s.

Consider r.v. Y1, Y2, . . . , Yn and a function U(Y1,

Y2, . . . , Yn), denoted simply as U , e.g. U =
(Y1 +Y2 + . . .+Yn)/n. Then three methods for
finding the probability distribution of U are as
follows:

• The method of distribution functions(
√

)

• The method of transformations.

• The method of moment-generating functions(
√

)

4



6.3 Method of distribution functions

Suppose that we have r.v. Y1, . . . , Yn with joint
pdf f(y1, . . . , yn). Let U = U(Y1, . . . , Yn) be a
function of the r.v.’s Y1, Y2, . . . , Yn.

1. Draw the region over which f(y1, . . . , yn)
is positive in (y1, y2, . . . , yn), and find the
region in the (y1, y2, . . . , yn) space for which
U = u.

2. Find FU(u) = P (U ≤ u) by integrating f(y1,

y2, . . . , yn) over the region for which U ≤ u.

3. Find the density function fU(u) by differen-
tiating FU(u). Thus, fU(u) = dFU(u)/du.

(Example 6.1)

(Example 6.2)

(Example 6.3)

(Example 6.4)
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6.5 The method of Moment Generat-
ing Functions

This method is based on a uniqueness theorem
of M.G.F., which states that, if two r.v. have
identical moment-generating functions, the two
r.v.’s possess the same probability distributions.

Let U be a function of the r.v.’s Y1, Y2, . . . , Yn.

1. Find the moment generating function for
U , mU(t).

2. compare mU(t) with other well-known mo-
ment generating functions. If mU(t) = mV (t)
for all values of t, then U and V have iden-
tical distributions (by uniqueness theorem)
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(Theorem 6.1)[Uniqueness Theorem]
Let mX(t) and mY (t) denote the moment gen-
erating functions of r.v.’s X and Y , respec-
tively. If both moment-generating functions
exist and mX(t) = mY (t) for all values of t,
then X and Y have the same probability distri-
bution.

(Example 6.10)

(Example 6.11)
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The moment generating function method is of-
ten very useful for finding the distributions of
sums of independent r.v.’s.

(Theorem 6.2(p.304))
Let Y1, Y2, . . . , Yn be independent r.v.’s with mo-
ment generating functions mY 1(t),mY 2(t), . . . ,
mY n(t), respectively. If U = Y1 + Y2 + . . .+ Yn
then

mU(t) = mY 1(t)×mY 2(t)× · · · ×mY n(t).

(Proof) in class

(Example 6.12)
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The m.g.f method can be used to establish
some interesting and useful results about the
distributions of some functions of normally dis-
tributed r.v.’s.

(Theorem 6.3)
Let Y1, Y2, . . . , Yn be independent normally dis-
tributed r.v.’s with E(Yi) = µi and V (Yi) = σ2

i ,
for i = 1,2, . . . , n and let a1, a2, . . . , an be con-
stants. If

U =
n∑
i=1

aiYi,

then U is a normally distributed random vari-
able with E(U) =

∑n
i=1 aiµi and V (U) =

∑n
i=1 a

2
i σ

2
i .

(Proof)

(Exercise 6.35)
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(Theorem 6.4)
Let Y1, Y2, . . . , Yn be independent normally dis-
tributed r.v.’s with E(Yi) = µi and V (Yi) = σ2

i ,
for i = 1,2, . . . , n and define Zi by

Zi =
Yi − µi
σi

, i = 1,2, . . . , n.

Then
∑n
i=1Z

2
i has a χ2-distribution with n de-

grees of freedom.

(Proof)

(Exercise 6.34)
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(Exercise 6.43)

(Exercise 6.44)
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